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ABSTRACT 
There has been growing interest in autonomous agents that act on 
our behalf, or represent us, across various domains such as 
negotiation, transportation, health, finance, and defense. As these 
agent representatives become immersed in society, it is critical we 
understand whether and, if so, how they disrupt the traditional 
patterns of interaction with others. In this paper, we study how 
programming agents to represent us, shapes our decisions in social 
settings. Here we show that, when acting through agent 
representatives, people are considerably less likely to accept 
unfair offers from others, when compared to direct interaction 
with others. This result, thus, demonstrates that agent 
representatives have the potential to promote fairer outcomes. 
Moreover, we show that this effect can also occur when people 
are asked to “program” human representatives, thus revealing that 
the act of programming itself can promote fairer behavior. We 
argue this happens because programming requires the 
programmer to deliberate on all possible situations that might 
arise and, thus, promote consideration of social norms – such as 
fairness – when making their decisions. These results have 
important theoretical, practical, and ethical implications for 
designing and the nature of people's decision making when they 
act through agents that act on our behalf. 

Author Keywords: Agent Representatives; Fairness; 
Decision Making; Human-Agent Interaction. 

1. INTRODUCTION 
Recent advances in artificial intelligence technology have opened 
the doors to autonomous agents – self-driving cars, drones, chat 
bots, automatic negotiators, etc. – that act on behalf of people [1]-
[6]. By delegating these tasks to agents, people save time and 
effort. We call them agent representatives, as they are 
autonomous agents that represent people's interests in social 
settings. However, these agents are disrupting the usual patterns 
of human-machine interaction (e.g., driving) or the way we 
interact with others (e.g., automatic negotiators). It is important, 
thus, to understand if this disruption has a negative, neutral, or 
positive impact on task outcome. In this paper, we address this 
issue and we ask: When acting through agent representatives, are 
people's decisions as fair as when interacting directly with others? 

Studies in human-machine interaction show that people follow 
social norms when interacting with autonomous agents [7]-[12]. 

For instance, people establish rapport with computer agents [13] 
and robots [14], react to their emotional displays [15], follow and 
respond to rules of politeness [11], [16], favor in-group and 
disadvantaged out-group machines [9], [17], and apply social and 
racial stereotypes [10], [12]. These findings, thus, suggest that 
people can act fairly with machines, just like they would with 
humans. 

However, recent evidence suggests that programming an agent to 
act on one's behalf can introduce important differences in the way 
people behave with others. Grosz et al. [18] showed that, in 
negotiation, people programmed their agents to be more 
demanding than they were when engaging directly with others. 
Elmalech, Sarne, and Agmon [19] further showed that the act of 
programming an agent led people to improve their problem 
solving skills and make decisions that were more favorable to 
themselves. More closely related to the present work, de Melo, 
Marsella, and Gratch [2] showed that people programmed agent 
representatives to make fairer offers in standard economic games, 
when compared to the decisions people made when interacting 
directly with others. Though raising awareness of this important 
effect, their study, however, did not clarify the mechanism driving 
the effect and several questions were left answered: (1) What is it, 
specifically, about programming an agent that leads people to act 
more fairly? (2) Will people also reject unfair offers more often 
when acting through an agent? (3) How do people's behavior with 
agent representatives compare to their behavior with human 
representatives? In this paper we address these questions and shed 
light on the psychological mechanisms underlying people's 
decision making when acting via agent representatives. 

Programming an agent to interact with others is different than the 
moment-by-moment nature of direct interaction. Whereas real-
time interactions require people to respond to the specifics of the 
immediate situation, programming requires the programmer to 
deliberate on all possible situations that might arise and to devise 
rules that consistently hold across all of these eventualities. In line 
with this argument, research in behavioral economics on the 
strategy method suggests that when people make decisions ahead 
of time they rely on social norms to achieve a measure of 
consistency in their decision making [20]-[24]. In the strategy 
method, people are asked to specify in advance how they would 
respond to all the situations they might possibly face. The 
similarities between programming an agent and the strategy 
method have, in fact, been noted before by artificial intelligence 
researchers [18], [19], [25]-[27].  

Research on the strategy method suggests that it can increase 
reliance on social norms. The explanation is that the act of 
comparing multiple possible situations encourages decision-
makers to be internally consistent and increase reliance on social 
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norms as a way to enforce this consistency. For example, Güth 
and Tietz [20] showed that when people were asked to consider 
all options in the ultimatum game ahead of the actual interaction, 
proposers made more equitable offers. In a meta-analysis of the 
strategy method, Oosterbeek and colleagues [21] found use of the 
strategy method increases both the offered shares and the 
likelihood that unfair offers would be rejected. Blount and 
Bazerman [22] further noticed that an iterative version of the 
strategy method – where participants were asked whether they 
would be willing to accept a certain offer, before proceeding to 
the next – led to even higher concern for fairness than the typical 
strategy method – where all the options were shown at once. 
Brandts and Charness [23], in contrast, did not find any 
differences when their participants engaged in the prisoners’ 
dilemma or the chicken game under the strategy method vs. direct 
interaction. Nevertheless, overall, the majority of the findings led 
Rauhut and Winter [24] to conclude that the strategy method is an 
ideal approach to elicit social norms from decision makers. 

Given the similarities between the strategy method and the 
process of programming an agent representative, we advanced the 
following hypothesis:  

Hypothesis 1: People will show increased fairness when 
programming an agent representative or making a decision 
under the strategy method than when acting directly with 
others. 

A corollary to this hypothesis is that computer agents are not 
strictly necessary to achieve this effect; in other words, we 
hypothesized that: 

Hypothesis 2: When compared to direct interaction with 
others, people will show increased fairness when acting 
through human representatives, just like they do with agent 
representatives.  

To test these hypotheses, we conducted an experiment where 
participants engaged in the ultimatum and impunity games with 
others, either directly or via human or agent representatives. 
Participants assumed the role of responders and received unfair 
offers from their counterparts. The results confirmed that people 
were more likely to reject unfair offers when acting through 
(human or agent) representatives. Thus, in sum, this paper makes 
the following contributions: 

• Shows that people are more likely to reject unfair offers 
when acting through agents, when compared to direct 
interaction with others; 

• Reinforces that acting through agent representatives can 
increase fairness in society; 

• Reveals that, in line with research on the strategy method, the 
effect is not specific to agent representatives, but can also 
occur by “programming” humans to act on your behalf. 

2. EXPERIMENT 
In this section, we present an experiment where participants 
engaged in two standard decision making games – the ultimatum 
and the impunity games – directly with their counterparts, via an 
agent representative, or via a human representative. These games 
are ideal for this research because they capture the essence of real-
life situations where there is a conflict between individual and 
collective interest. In other words, these are situations that are 
neither purely cooperative nor purely competitive. They arise 
across a wide range of real-world political, economic and 

organizational situations and agent representatives are being 
proposed for many of these situations including helping people 
reach optimal decisions in complex negotiations and economic 
settings, and helping business leaders improve decision quality, 
enforce company policy, and reduce labor cost [1], [3].  

In the ultimatum game [28], there are two players: a proposer and 
a responder. The proposer is given an initial endowment of money 
and has to decide how much to offer to the responder. Then, the 
responder has to make a decision: if the offer is accepted, both 
players get the proposed allocation; if the offer is rejected, 
however, no one gets anything. The standard rational prediction is 
that the proposer should offer the minimum non-zero amount, as 
the responder will always prefer to have something to nothing. In 
practice, people usually offer 40 to 50 percent of the initial 
endowment and low offers (about 20 percent of the endowment) 
are often rejected [29]. This behavior is usually explained by a 
concern with fairness and a fear of being rejected [30]. 

The impunity game is similar to the ultimatum game [31]. The 
proposer is given an initial endowment of money and makes an 
offer to a responder, who must decide whether to accept or reject 
the offer. The critical difference is that, if the offer is rejected, the 
responder gets zero, but the proposer still keeps the money s/he 
designated for her-/himself. A rejection by the responder, thus, 
does not impact the proposer’s payoff and is only symbolic. The 
impunity game can therefore be seen as a version of the ultimatum 
game where responders are given less power over the outcome. 
Experimental results in this game show that responders tend to 
reject unfair offers less often than in the ultimatum game, though 
still above the rational prediction of zero [31]. The rationale for 
exploring the impunity game was to understand if people would 
still care about fairness when interacting via agents even when no 
strategic considerations were at play – i.e., if people were willing 
to reject unfair offers even when the rejection was merely 
symbolic1. 

Participants assumed the role of responders and proposers always 
made unfair offers. Our main goal was to test whether people 
would reject these offers less, just as much, or more often when 
engaging via agent representatives than when engaging directly 
with others. A second goal was to compare participants' behavior 
with agent representatives and human representatives.  

Finally, when studying agents that represent humans, it is 
important to clarify how much autonomy is given to these agents. 
On the one extreme, the decisions made by the agent can be fully 
specified by the human owner; on the other extreme, the agent 
could make the decision by itself with minimal input from its 
owner. The degree of autonomy is an important factor that is 
likely to influence the way people behave with agents. Research 
in social sciences demonstrates that the degree of thought and 
intentionality behind a decision can have a powerful effect on 
people’s reactions [32]-[34]. For instance, people are more likely 
to accept an unfair offer from someone who had to make a 
random decision than from someone who chose out of his or her 
own volition. In this work, our agents make decisions that are 
                                                                 
1 The dictator game is another variation of the ultimatum game 

where the responder always has to accept what the proposer 
offers and, in this case, isn’t even allowed to make a symbolic 
rejection. The responder, thus, has the least amount of power 
among the three games. However, since the responder doesn’t 
have to make any decision, we consider the dictator game to be 
out of scope for our research objectives. 



completely specified by the humans they represent, and we leave 
studying different levels of autonomy for future work. We feel 
this is a good starting point as it is important to understand 
whether interacting with agents impacts people’s behavior, even 
when they have minimal autonomy. Earlier research has, in fact, 
demonstrated that, independently of the actual decision, the mere 
belief about whether one is interacting with an agent is sufficient 
to create a powerful effect on people’s decision making [35]-[37]. 

2.1 Method  
Design. The experiment followed a 3 × 2 mixed factorial design: 
Responder (Direct Interaction vs. Agent Representative vs. 
Human Representative; between-participants) × Power 
(Ultimatum game vs. Impunity game; within-participants). 
Participants were told that they were randomly assigned to the 
role of responders and that the proposers would be other 
participants. In reality, however, participants always engaged with 
the same computer script2. To make this manipulation believable, 
we had people connect to a fictitious server before starting the 
task for the purposes of “being matched with other participants”. 
Connecting to this server took approximately 30-45 seconds. 
After concluding the experiment, participants were fully debriefed 
about this manipulation.  

Tasks. In our implementation of the ultimatum and impunity 
games, the proposer was given an initial endowment of 20 lottery 
tickets. These tickets had financial consequences as they would 
enter lotteries (one per game) worth $30. Proposers always made 
an unfair offer of 2 or 3 tickets. The order these two games was 
played was counterbalanced across participants. Before engaging 
in the actual games, participants read the instructions, were 
quizzed on the instructions, and completed a tutorial. The 
interface was also different for these games in terms of colors and 
icons on screen to make sure people did not confuse the two 
games. Snapshots of these games are shown in Figures 1 and 2. 

 
Figure 1. A snapshot of the ultimatum game in the direct 

interaction condition. 

Responders. There were three responder conditions: direct 
interaction, agent representatives, and human representatives. In 
the first case, participants were instructed that they would be 
                                                                 
2 Using this form of deception is not uncommon when studying 

people’s decision making with humans and computers [36]-
[41]. 

interacting with another participant (Figure 1). In the agent 
representative condition, participants were informed that a 
computer agent would act on their behalf. Before starting the task, 
participants were asked to program the agent, which consisted of 
specifying whether the agent should accept each of the possible 
offers (Figure 3).  

 
Figure 2. A snapshot of the impunity game in the human 

representative condition. 

 
Figure 3. Programming agent representatives.  

In the human representative condition, participants were 
instructed that another participant would be acting on their behalf. 
Before starting the task, participants had the opportunity to 
instruct this participant on whether to accept each one of the 
possible offers (Figure 4). In both the agent and human 
representative conditions, participants were instructed that their 
representatives would not enter the lottery, and all the tickets 
earned by the representatives would revert to the participants. 



 
Figure 4. Giving instructions to human representatives. 

Full anonymity. This experiment was fully anonymous for the 
participants. To preserve anonymity between participants, human 
counterparts were referred to as “anonymous” and we never 
collected any information that could identify the participants. 
Agents were referred to as “computer agents”. To preserve 
anonymity with respect to the experimenters, we relied on 
Amazon Mechanical Turk’s anonymity system. When interacting 
with participants from this online pool, researchers are never able 
to identify the participants, unless they explicitly ask for 
information that may serve to identify them (e.g., name or photo), 
which we did not.  

Measures. Our main measure was the participants' acceptance 
rate for the unfair offers. After completing each task, we had one 
manipulation check for the responder conditions: “In this 
experiment, some participants interacted directly with a 
counterpart, others interacted with a computer agent that made 
decisions on their behalf, and yet others interacted with computer 
agents that acted on their behalf. In your case, how did you 
interact with your counterpart?” Participants were given three 
possible options: (1) “I interacted directly with my counterpart”; 
(2) “I interacted via a computer agent that decided on my behalf”; 
and, (3) “I interacted via a MTurker agent that decided on my 
behalf”.  

Sample. We recruited 145 participants from Amazon Mechanical 
Turk, 49 for the direct interaction condition, 48 for the agent 
representative condition, and 48 for the human representative 
condition. Mechanical Turk is a crowdsourcing platform that 
allows people to complete online tasks in exchange for pay. 
Previous research shows that studies performed on Mechanical 
Turk can yield high-quality data, minimize experimental biases, 
and successfully replicate the results of behavioral studies 
performed on traditional pools [42]. We only sampled participants 
from the United States with an excellent performance history 
(95% approval rate on previous Mechanical Turk’s tasks). 
Regarding gender, 56.6% of the participants were males. Age 
distribution was as follows: 18 to 21 years, 1.4%; 22 to 34 years, 
57.2%; 35 to 44 years, 25.5%; 45 to 54 years, 9.7%; 55 to 64 
years, 4.1%; over 65 years, 2.1%. Professional backgrounds were 
quite diverse. Participants were paid $2.00 for their participation. 
Moreover, they had the chance to win extra money, through the 
lotteries, according to their performance in the tasks. Finally, 
participants gave their consent before engaging in the experiment 

and the research presented here was approved by the Internal 
Review Board at our University. 

2.2 Results 
Manipulation checks. To analyze the manipulation check for the 
responder conditions, we ran a chi-square test. The results 
confirmed that participants accurately remembered the condition 
they had been assigned to, χ2 (4) = 201.75, p < .001. For instance, 
participants in the direct interaction condition reported that they 
“interacted directly with their counterpart”. This result, thus, 
suggests that the manipulation was effective with the participants 
and, thus, no participants were excluded for the remainder of this 
analysis.  

Acceptance Rates. The acceptance rates in the ultimatum and 
impunity games are shown in Figure 5. To analyze this data, we 
ran a Responder × Power mixed ANOVA. The results showed a 
main effect of Responder, F(1, 142) = 3.90, p = .022, partial η2 = 
.052: participants were less likely to accept unfair offers when 
acting via agent representatives (M = .37, SE = .05) or human 
representatives (M = .38, SE = .05) than when interacting directly 
with others (M = .53, SE = .05). This result, thus, confirmed 
Hypotheses 1 and 2.  

As expected, the results also revealed a main effect of Power, F(1, 
142) = 142.00, p < .001, partial η2 = .406: participants were less 
likely to accept unfair offers in the ultimatum game (M = .19, SE 
= .03) than in the impunity game (M = .65, SE = .04). However, 
the Responder × Power interaction was not significant, F(1, 142) 
= 1.41, p = .248. This suggests that participants were less likely to 
accept unfair offers when acting via (agent or human) 
representatives than when interacting directly, independently of 
whether they were engaging in the ultimatum or impunity games.  

3. DISCUSSION 
As autonomous agents become immersed in society, this paper 
sheds light on the nature of people's decision making when 
engaging with others through agents that act on their behalf. Our 
main finding is that people can show increased fairness in their 
decisions when they act through these agent representatives, when 
compared to direct interaction with others. Our experimental 
results show that, when faced with unfair offers, participants are 
more likely to reject these offers when programming agents to 
decide on their behalf, than when acting directly with their 
counterparts. Moreover, this result occurred even when 
participants were only able to make a symbolic rejection of the 
unfair offer, as in the impunity game. Our findings are also in line 
with earlier work by de Melo et al. [2] that showed that people 
were more likely to make fairer offers when engaging via agent 
representatives, when compared to direct interaction. 

The implication is that agent representatives have the potential to 
increase fairness in society. At a first glance, rejecting unfair 
offers may seem irrational as resources are effectively wasted, 
since no one gets the resources. However, research in the social 
sciences shows that people are inherently averse to outcome 
inequality and show a systematic concern for fairness [43]. In fact, 
people are even willing to punish unfair others, often at a personal 
cost [44]. Therefore, the introduction of mechanisms that promote 
fairness – in our case, agent representatives – is likely to lead, in 
the long run, to increased social welfare because less offers will 
be rejected. The result presented in this paper, thus, presents a 
strong argument for the adoption of agent representatives in 
society.  



Our results also speak to the mechanism behind this effect. 
Building on research on the strategy method, we studied people's 
behavior when acting through human representatives. The results 
revealed that participants, once again, showed increased fairness, 
just like they do with agent representatives. This finding, thus, 
reveals that the effect is not specific to autonomous agents, but is 
related to the act of programming the agent. Programming an 
agent forces the individual to deliberate ahead of time on all 
possible outcomes and to devise rules that consistently hold across 
all of these eventualities. As in the strategy method [20]-[24], this 
process encourages the individual to rely on social norms – such 
as fairness – as way to enforce a level of consistency across the 
various possible outcomes. Güth and Tietz [20] also propose that 
this method leads people to adopt a broader perspective and 
consider the situation from both sides, thus, leading to fairer 
decisions.  

The results presented in this paper have important practical 
consequences. Because agents do not suffer from the typical 
constraints we see in humans (e.g., bounded rationality), we 
already knew that it was possible to use them to increase 
efficiency in terms of standard economics metrics, such as pareto-
optimality [3], [4]. Here, we propose that agents also have the 
potential to enhance the kind of social considerations we see in 
humans [45] – fairness, cooperation, altruism, reciprocity, etc. – 
by virtue of motivating designers and human users to consider 
more carefully the broader implications of their decisions. These 
findings are also relevant across various domains. For instance, 
for agents that make decisions on behalf of humans – such as 
automated negotiatiors [3] – the recommendation is that designers 
should allow users to customize their agents, rather than have 
them follow predefined strategies. This is likely to lead users to 
show higher concern for fairness in their decisions. This argument 
is also not limited to software agents. As robots get immersed into 
society [46], the guidelines proposed here for optimizing decision 
making should be relevant to human-robot interaction as well.  

Finally, the results have relevant ethical implications. Given the 
disruptive nature of these agents to traditional human-machine 

and human-human paradigms, people are naturally reluctant to let 
autonomous vehicles drive on our streets [5], unmanned aerial 
vehicles carry goods over our heads [6], or drones apply lethal 
force in war [47]. Experimental work such as the one presented in 
this paper provides critical insight into the psychological 
mechanisms underlying people’s behavior with these agents and, 
consequently, suggests ways for understanding and determining 
the appropriate response to those concerns. In this sense, it is very 
encouraging that people were motivated to reflect in their agents, 
their best and fairest values.  

4. CONCLUSION 
In this paper, we demonstrated the promise of agents that act on 
our behalf to increase fairness in people's decision making. Our 
results suggest that the act of programming the agent leads 
participants to adopt a broader perspective, consider the other 
side's position, and resort to social norms when making decisions. 
This change to the decision making process, then, leads people to 
reject unfair offers. Research that provides insight on the 
psychological mechanisms driving people's behavior with these 
kinds of autonomous agents is especially relevant at a time when 
agent representatives are becoming ubiquitous in society. The 
research presented here advances a strong positive argument for 
the continuing adoption of such agents, as they can lead people to 
make better and fairer decisions. 
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