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Humans vs. Computers: Impact of Emotion 
Expressions on People’s Decision Making  

Celso M. de Melo, Jonathan Gratch, and Peter J. Carnevale 

Abstract—Recent research in perception and theory of mind reveals that people show different behavior and lower activation of 
brain regions associated with mentalizing (i.e., the inference of other’s mental states) when engaged in decision making with 
computers, when compared to humans. These findings are important for affective computing because they suggest people’s 
decisions might be influenced differently according to whether they believe emotional expressions shown in computers are 
being generated by algorithms or humans. To test this, we had people engage in a social dilemma (Experiment 1) or negotiation 
(Experiment 2) with virtual humans that were either perceived to be agents (i.e., controlled by computers) or avatars (i.e., 
controlled by humans). The results showed that such perceptions have a deep impact on people’s decisions: in Experiment 1, 
people cooperated more with virtual humans that showed cooperative facial displays (e.g., joy after mutual cooperation) than 
competitive displays (e.g., joy when the participant was exploited) but, the effect was stronger with avatars (d = .601) than with 
agents (d = .360); in Experiment 2, people conceded more to angry than neutral virtual humans but, again, the effect was much 
stronger with avatars (d = 1.162) than with agents (d = .066). Participants also showed less anger towards avatars and formed 
more positive impressions of avatars when compared to agents. 

Index Terms—Human vs. Computers, Emotion Expression, Decision Making 

——————————      —————————— 

1 INTRODUCTION
ECENT decades have seen a growing interest on the 
interepersonal effects of emotion in decision making 

[1], [2]. Researchers have now acknowledged that emo-
tion expressions help regulate social interaction and serve 
important social functions such as communicating one’s 
beliefs, desires, and intentions to others [3], [4], [5], [6]. 
These functions are important in decision making con-
texts where people look for cues that others might be will-
ing to cooperate [7], [8], [9], [10] and emotion expressions 
are one such cue. Indeed, the social effects of emotion 
have now been reported in negotiation [11], [12], trust 
games [13], ultimatum games [14], public good dilemmas 
[15], dispute resolution [16], and daily life [17]. From a 
computational perspective, the impact of computers’ 
emotion expressions on people’s behavior has also been 
studied in pedagogical, video game, health and, to a less 
extent, decision making settings [18], [19]. Since comput-
ers are becoming more pervasive in society and people 
are engaging regularly in online or computer-mediated 
transactions, it is important we understand whether emo-
tion expressions communicated by computers can impact 
people’s decisions; in particular, do the interpersonal ef-
fects of emotion on people’s decision making we see in 
human-human interaction carry to human-computer in-
teraction? 

To answer this question, we look at two contrasting 
theoretical perspectives. First, the “computers are social 
actors” theory [20], [21] argues that as long as machines 

display social cues (e.g., interactivity or nonverbal behav-
ior) people will treat them in a fundamentally social 
manner. The argument is that people “mindlessly” treat 
computers that exhibit social traits like other people as a 
way to conserve cognitive effort and maximize response 
efficiency [22]. Mindlessness here can be best understood 
as the failure to draw novel distinctions [23], [24]. These 
automatic responses to contextual social cues trigger 
scripts and expectations, making active information pro-
cessing impossible. Moreover, Sundar and Nass [25] as-
sume that people not only respond mindlessly, but also 
have the tendency to use cognitive shortcuts and heuris-
tics, and therefore use the easily accessible social rules 
from human-human interaction and apply them to hu-
man-computer interaction–due to the perceived function-
al similarity between humans and computers. Therefore, 
a strict interpretation of this theory predicts that emotion 
expressions by computers leads to the same social effects 
on people’s decisions as emotion expressions by humans.  

Blascovich et al.’s threshold model of social influence 
[26], [27] provides a different perspective. According to 
this theory, social influence will be greater the higher the 
perceived agency of the computer. Agency refers to peo-
ple’s theories of mind regarding the computer, i.e., the 
perceived mindfulness or sentience (e.g., attributions of 
consciousness, free will). In this sense, they distinguish 
between computers that are driven by humans, or avatars, 
and computers that are driven by computer algorithms, 
or agents [28]. Earlier findings in the human-computer 
interaction literature have shown that this distinction 
matters. These studies suggest people can experience, in 
certain contexts, higher social presence [29], [30], inhibi-
tion [31], learning [32], flow [33], arousal [34], [35] and 
engagement [30] with avatars than agents. In the context 
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of decision making, the theory thus predicts that, every-
thing else being equal, people will be more likely to be 
influenced by humans (or avatars) than computers (or 
agents). 

Research in the behavioral sciences on perception and 
theory of mind also support the contention that people 
treat computers differently than humans. In general, peo-
ple seem to naturally attribute more mind to humans than 
computers or robots [36], [37]. In decision making set-
tings, research in the emerging field of neuroeconomics 
shows that people systematically reach different decisions 
and show different patterns of brain activation with com-
puters in the exact same decision making tasks, for the 
exact same financial incentives, when compared to hu-
mans. Gallagher et al. [38] showed that when people 
played the rock-paper-scissors game with a human there 
was activation of the medial prefrontal cortex (MPFC), 
which had previously been shown to be involved in men-
talizing (i.e., inferring of other’s beliefs, desires and inten-
tions); however, no such activation occurred when people 
engaged with a computer that followed a predefined al-
gorithm to make the choice. McCabe et al. [39] found a 
similar pattern when people played the trust game with 
humans in comparison to a probabilistic algorithm; Riedl 
et al. [40] further replicated this result with virtual hu-
mans, i.e., computers with three-dimensional virtual bod-
ies and faces. In the prisoner’s dilemma, Rilling et al. [41] 
and Krach et al. [42] showed that people tended to coop-
erate more with humans than computers and, once again, 
brain regions associated with mentalizing such as the 
MPFC, the rostral anterior cingulate cortex and the right 
temporo-parietal junction, were only activated with hu-
mans; in contrast, Kircher et al. [43] showed no difference 
in cooperation rates between humans and computers, 
despite reporting the usual increased brain activity with 
humans. In an influential paper, Sanfey et al. [44] showed 
that people were more willing to accept unfair offers in 
the ultimatum game from a computer than from a hu-
man. Moreover, their results revealed that the bilateral 
anterior insula–a region usually associated with the expe-
rience of negative emotions–showed higher activation 
when people received unfair offers from humans than 
from computers, thus suggesting that increased negative 
emotion explained the discrepancies in decision making 
behavior. Complementing this work, van’t Wout et al. 
[45] showed that unfair offers in the ultimatum game led 
skin conductance–an autonomic index of affective state–
to rise with humans but not with computers.  

The goal of this paper is, thus, to study whether peo-
ple’s decisions when engaging with computers that com-
municate emotion expressions in social decision making 
tasks, for clear financial stakes, will differ according to 
people’s beliefs about whether they are engaging with 
agents–i.e., the emotion expressions are driven by com-
puter algorithms–or avatars–i.e., the emotion expressions 
are driven by humans. To accomplish this we present two 
novel experiments where people engaged in a social di-
lemma (Experiment 1) and in negotiation (Experiment 2) 
with virtual humans, that showed emotion in their virtual 
faces, and which were manipulated to be either agents or 

avatars. In line with Blascovich et al.’s threshold model of 
social influence, and research in theory of mind and neu-
roeconomics, our general prediction was that the social 
effects of emotion expressions on people’s decision mak-
ing would be stronger when people believed they were 
engaging with humans, rather than computers. 

2 EXPERIMENT 1: SOCIAL DILEMMA 
In this experiment participants engaged in a social di-
lemma with emotional virtual humans. Social dilemmas 
are situations where an individual gets a higher payoff by 
defecting rather than cooperating, regardless of what oth-
ers in society do, yet all individuals end up receiving a 
lower payoff if all defect than if all cooperate [46]. In such 
dilemmas, people try to infer from non-verbal cues, such 
as facial expressions of emotion, that others are likely to 
cooperate [1], [7], [8], [9], [10]. Complementary, emotion 
expressions can also signal that one has competitive in-
tentions [1], [47], [48]. From a computational perspective, 
previous experiments [49], [50], [51] had already shown 
that people can cooperate more with virtual humans that 
show cooperative facial displays (e.g., joy after mutual 
cooperation) than virtual humans that show competitive 
displays (e.g., joy after exploiting the participant). How-
ever, these studies did not explicitly manipulate partici-
pants’ perceptions of whether they were engaging with 
agents or avatars and the nature of the virtual human was 
left ambiguous (e.g., virtual humans were always referred 
to by a name such as “Ethan”).  

In this experiment we had participants engage with 
virtual humans, which were either perceived to be agents 
or avatars, that expressed either cooperative or competi-
tive emotion displays. In line with the threshold model of 
social influence and recent research in theory of mind and 
neuroeconomics, we expected that (a) people would co-
operate more with cooperative than competitive virtual 
humans but, (b) this effect would be stronger when virtu-
al humans were perceived to be avatars. 

2.1 Methods 
Task. People engaged in the iterated prisoner’s dilemma 
[52], a social dilemma commonly used to study emer-
gence of cooperation. The prisoner’s dilemma is a two-
player game where the payoffs of each player depend on 
the simultaneous choice of both players. The payoff ma-
trix we used is shown in Table 1. The task represents a 
dilemma because the rational (i.e., utility-maximizing) 
choice for both players is to defect, which results in an 
outcome (mutual defection) that is worse than mutual 
cooperation. Participants played 20 rounds of this task. 
Moreover, following the approach by Kiesler, Waters and 
Sproull [53], the task was recast as an investment game. 

Design. The experiment followed a 2 × 2 between-
participants factorial design: Counterpart (Agent vs. Avatar) 
× Facial Expressions (Cooperative vs. Competitive). Regard-
ing the first factor, agents were always referred to as 
“computer agents” and were described to the participants 
as “computer programs that were designed to make deci-
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sions just like other people”. Avatars were described as 
“the players’ visual representation in the game”. Partici-
pants were asked to choose an avatar for themselves, of 
the same gender, and were informed that their avatar 
“would be visible to the other player” and that the they 
“would be able to control aspects of the avatar’s behavior 
which would be visible to the other player, and vice-
versa”. Participants in both agent and avatar conditions 
chose an avatar for themselves. In avatar conditions, the 
counterpart’s avatar was described to be controlled by 
another participant. In reality, participants always played 
with a computer program that followed the same strate-
gy: tit-for-tat, starting with a defection. To make this de-
ception believable, we further implemented a server that 
matched pairs of participants that were supposed to en-
gage with other participants; participants would then 
proceed in lockstep throughout the task but the responses 
they would see always followed the tit-for-tat strategy. 
The visual representation of the counterpart was always 
of the same gender as the participant. Lastly, participants 
were told that the identities of other participants would 
be concealed and the software always referred to the hu-
man counterpart as “anonymous”. 

TABLE 1 
PAYOFF MATRIX FOR THE PRISONER’S DILEMMA 
  Virtual Human 
  Cooperation Defection 

Participant 
Cooperation VH: 

Partic:  
6 pts VH:  

Partic: 
10 pts  

6 pts 0 pts 

Defection VH: 
Partic:  

0 pts  VH:  
Partic: 

3 pts  
10 pts 3 pts 

 
Regarding facial expressions, following our previous 

studies [1], [49], [50], [51], we defined the expressively co-
operative counterpart (Table 2, top), which displays joy in 
mutual cooperation and regret when it exploits the partic-
ipant, and the expressively competitive counterpart (Table 2, 
bottom), which displays joy when it exploits the partici-
pant and regret in mutual cooperation. The rationale for 
the cooperative counterpart is that joy after mutual coop-
eration signals an intention to cooperate, whereas regret 
after exploitation acknowledges the transgression; the 
rationale for the competitive counterpart is that joy after 
exploitation signals an intention to compete, whereas re-
gret after mutual cooperation signals regret for missing 
the chance to exploit the participant. We used the same 
emotion facial displays that were validated and used in 
our earlier experiments [1], [49], [50], [51]: joy was ex-
pressed through a smile and contraction of the corrugator 
supercilii (eyes); regret was expressed through lowering 
of the zygomaticus, light blushing, head bowing and gaze 
aversion. Male and female avatars used in the experiment 
are shown in Figure 1. 

Measures. Our main dependent variable was cooperation 
rate, i.e., the number of times participants cooperated 
over all rounds. Our focal effect size was the mean differ-
ence in cooperation rate between the cooperative and 
competitive counterparts. To validate that participants 
were correctly perceiving some virtual humans as agents 

and others as avatars we asked them, after the task was 
completed, to rate the virtual human according to the 
following pairs of adjectives on a 7-point scale (e.g., for 
Fake-Natural, 1 corresponded to Fake and 7 to Natural): 
Robot like-Human like; Fake-Natural; Unconscious-
Conscious; Artificial-Lifelike; Stagnant-Lively; Mechani-
cal-Organic; Inert-Interactive; Apathetic-Responsive; and, 
Computer-Human. The selection of these adjectives was 
based on existent scales pertaining to anthropomorphism 
[54], the “uncanny valley” effect (e.g. [55]) and the experi-
ence of social presence in virtual environments (e.g., [56]). 
To validate that participants were perceiving some coun-
terparts to be more cooperative than others, we asked 
how cooperative was the counterpart on a 7-point scale 
(1, not at all, to 7, very much). 

TABLE 2 
THE FACIAL EXPRESSIONS OF EMOTION 

Expressively 
Cooperative  

Virtual Human 
Cooperation Defection 

Participant Cooperation Joy  Regret 
Defection Neutral Neutral 

 

Expressively 
Competitive  

Virtual Human 
Cooperation Defection 

Participant Cooperation Regret Joy 
Defection Neutral Neutral 

 
In exploratory fashion, we also looked at participants’ 

self reported emotions after each round. After the out-
come of the round was shown, but before the counter-
part’s emotion was shown, participants were asked “How 
do you feel about this outcome?” and selected one of the 
following options: neutral, happy, sad, angry or regretful. 
Furthermore, upon completion of the task, we also asked 
participants to rate, on a 7-point scale (1, not at all, to 7, 
very much) how fair, trustworthy, and likable was the 
counterpart. 

Experimental procedure. Participants were greeted into 
the lab and were randomly assigned a computer. After 
signing the consent form, they proceeded to read the in-
structions and complete a tutorial of the task. After being 

 
Fig. 1. The facial displays of emotion in Experiment 1.  
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synchronized by the server, they initiated the decision 
task. Figure 2 shows a screenshot of the software. Each 
round proceeded as follows: (1) participants made a deci-
sion between project green or project blue; (2) participants 
waited a few seconds for the counterpart to finish decid-
ing; (3) the outcome of the round was shown; (4) partici-
pants self-reported how they felt about the outcome of the 
round; (5) participants saw how the counterpart felt about 
the outcome of the round; (6) if there were any rounds 
left, a new round started; otherwise, the task was over. 
After completing the task, they filled out a questionnaire 
pertaining to manipulation checks and subjective impres-
sions of the counterpart. Upon completion of the experi-
ment participants were verbally debriefed about the de-
ception pertaining to the avatar conditions. 

 

 

 

 

 

 

 

 

 

 

Fig. 2. The software used in Experiment 1. 

Participants and incentive. One-hundred and twenty two 
participants were recruited at USC’s Marshall School of 
Business. This resulted in approximately 30 participants 
per condition. Regarding gender, 69.7% were males. Age 
distribution was as follows: 21 years and Under, 70.6%; 22 
to 34 years, 29.4%. Most participants were undergraduate 
students (95.8%) majoring in Business-related courses and 
with citizenship from the United States (81.5%). The in-
centive to participate followed standard practice in exper-
imental economics [57]: first, participants were given 
school credit for their participation; second, with respect 
to their goal in the task, participants were instructed to 
earn as many points as possible, as the total amount of 
points would increase their chances of winning a lottery 
for $100.  

2.2 Results 
Participants that did not experience both joy and regret 
with the counterpart1–i.e., our experimental manipula-
tion–were excluded from analysis (though keeping them 
would lead to the same pattern of results). After exclu-
sion, 84 participants remained for analysis. 

Manipulation checks. The nine adjective classification 
questions were highly correlated (Cronbach α = .972) and, 
thus, were averaged into a single measure we called an-
 

1 Notice this paradigm did not guarantee participants would experi-
ence all outcomes in the prisoner’s dilemma task. 

thropomorphism. We then ran an Counterpart × Facial 
Expressions ANOVA which revealed, as expected, a main 
effect of Counterpart, F(1, 80) = 4.48, p = .037, partial η2 = 
.053: people perceived avatars (M = 4.87, SD = 1.54) to be 
more anthropomorphic than agents (M = 4.12, SD = 1.64). 
With respect to perception of cooperativeness, we found a 
main effect of Facial Expressions, F(1, 80) = 5.94, p = .017, 
partial η2 = .069: people found cooperative counterparts 
(M = 5.91, SD = 1.41) to be more cooperative than compet-
itive counterparts (M = 5.03, SD = 1.79). 

Cooperation rate. The means and standard errors for co-
operation rate are shown in Figure 3. Regarding the main 
effect of Facial Expressions, people cooperated more with 
cooperative (M = .69, SD = .27) than competitive (M = .54, 
SD = .29) virtual humans, F(1, 80) = 5.68, p = .020, partial 
η2 = .066. To test our expectation that the effect of emotion 
would be stronger with avatars than agents, we, first, 
split the data across Counterpart; then, we looked at the 
mean difference in cooperation rates between cooperative 
and competitive virtual humans–our focal effect size. For 
agents, this analysis showed that people cooperated more 
with cooperative (M = .64, SD = .26) than competitive 
agents (M = .54, SD = .30), but this result was not statisti-
cally significant, t(37) = 1.12,  p = .269, Cohen’s d = .360, 
effect size point estimate = .102, 95% CI [-.082, .287]. For 
avatars, people cooperated more with cooperative (M = 
.73, SD = .26) than competitive avatars (M = .55, SD = .28) 
and this result was statistically significant, t(43) = 2.31, p = 
.026, Cohen’s d = .601, effect size point estimate = .187, 
95% CI [.024, .350]. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3. Means (and standard errors) for cooperation rate. The bars 
represent standard errors. 

Participants’ emotions and subjective measures. Regard-
ing participants’ emotions, the means and standard devi-
ations are shown on Table 3 (top). We, first, regressed 
cooperation rate on self-reported joy, sadness, anger, and 
regret. This multiple regression model explained 49.8% of 
the variance and the standardized coefficients were: joy, β 
= .53, p = .000; sadness, β = -.19, p = .034; anger, β = -.19, p 
= .032; regret, β = -.03, p = .773. We then ran Counterpart 
× Facial Expressions ANOVA on participants’ joy, sad-
ness and anger, since the coefficients associated with 
these measures were statistically significantly different 
from zero. We found several main effects of Facial Ex-
pressions, with participants self-reporting more joy (p = 
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.000, partial η2 = .193) and less anger (p = .102, partial η2 = 

.033) with cooperative than competitive counterparts. We 
found a trend for a main effect of Counterpart on anger (p 
= .056, partial η2 = .045), with people showing more anger 
towards agents than avatars. More interestingly, we 
found a statistically significant Counterpart × Facial Ex-
pressions interaction for anger (p = .023, partial η2 = .063) 
with people showing more anger with competitive agents 
than competitive avatars.  

Regarding the subjective measures, the questions per-
taining to fairness, trustworthiness, and likability were 
highly correlated (Cronbach α = .880) and, thus, we aver-
aged them. The means and standard deviations for this 
new measure are shown in Table 3 (bottom). An Coun-
terpart × Facial Expressions ANOVA revealed a main 
effect of Facial Expressions (p = .014, partial η2 = .073) 
with people forming more positive impressions of coop-
erative than competitive counterparts. There was also a 
slight trend for a main effect of Counterpart (p = .188, par-
tial η2 = .022) with people forming more positive impres-
sions of avatars than of agents. 

2.3 Discussion 
The results confirmed that people reach different deci-
sions when engaged with computer algorithms that hon-
estly portray themselves as computers compared to if 
they portray themselves as human. This mere belief–even 
though the financial incentives and the virtual human’s 
appearance, decisions, and expressions were identical–
had a powerful effect. In support of our prediction, emo-
tion displays shaped participants’ willingness to cooper-
ate, but the effect size was much stronger (d = .360 vs. d = 
.601) when playing against a presumed human opponent. 
Strikingly, as cooperative emotions promoted greater co-
operation rates and thus greater individual rewards, par-
ticipants were able to earn more money when they were 
deceived about the true nature of the virtual human. The 
results also revealed that people showed less anger to 
competitive humans, when compared to competitive 
computers. This suggests people either restrained them-
selves with humans, or experienced more anger when 
engaging with computers. Finally, participants’ impres-

sions of others also revealed that people tended to form 
more positive impressions of avatars than agents. 

3 EXPERIMENT 2: NEGOTIATION 
In this experiment participants engaged in negotiation, a 
domain inherently different from social dilemmas [58], 
with emotional virtual humans. According to Pruitt and 
Carnevale [59], negotiation is “a discussion among two or 
more parties aimed at reaching agreement when there is a 
perceived divergence of interest”. Recently, researchers 
began looking at the impact of emotion displays on nego-
tiation outcome (for a review see: [2]) and a robust find-
ing is that people concede more when facing an angry 
than a neutral counterpart [11], [60]. The argument is that 
people infer the angry counterpart to have high aspira-
tions and, so as to avoid costly impasse, are forced to 
lower their demand. From a computational perspective, 
we also showed that people can concede more to angry 
than happy virtual humans [61]; however, once again, 
there was ambiguity regarding the virtual human’s na-
ture (e.g., they were referred to by a name, such as 
“Ethan”), and the experiment did not explicitly manipu-
late participants’ beliefs about whether the virtual human 
was an agent or avatar. 

In this experiment we had participants engage with 
virtual humans, which were either perceived to be agents 
or avatars, that expressed either angry or neutral facial 
displays. In line with the threshold model of social influ-
ence and recent research in theory of mind and neuroeco-
nomics, we expected that (a) people would concede more 
to angry than neutral virtual humans but, (b) this effect 
would be stronger when virtual humans were perceived 
to be avatars.  

3.1 Methods 
Task. Similarly to Van Kleef, De Dreu and Manstead’s 
experiment [11], we had people engage in a multi-issue 
negotiation assuming the role of a seller of a phone com-
pany whose goal was to negotiate three issues: the price, 
the warranty period and the duration of the service con-
tract of the phones. Each issue had 9 levels, being the 
highest level the most valuable for the participant, and 

TABLE 3 
PARTICIPANTS’ EMOTIONS AND SUBJECTIVE MEASURES IN EXPERIMENT 1 
 Agent  Avatar 
 Competitive  Cooperative  Competitive  Cooperative 
 M SD  M SD  M SD  M SD 

Participant’s Emotions            
 Joy 7.95 5.781  12.58 5.581  7.85 6.491  14.20 5.050 

Sadness 1.40 1.957  1.16 2.167  1.35 1.675  1.27 1.981 
Anger 2.95 3.252  1.00 .943  .95 1.849  1.28 2.208 
Regret .95 1.849  1.00 1.202  .45 .826  .44 .917 

Subjective Measures            
Fair / Trustworthy /  Likable 4.45 1.515  5.42 1.623  5.05 1.452  5.65 1.165 

Participant’s emotions represent the average number of times a certain emotion was self-reported across all rounds. Subjective measures were rated on a 7-
point scale (1, not at all, to 7, very much) and the table reports the average across all measures (Cronbach α = .880). 
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the lowest level the least valuable. Level 1 on price ($110) 
yielded 0 points and level 9 ($150) yielded 400 points (i.e., 
each level corresponded to a 50 point increment). Level 1 
on warranty (9 months) yielded 0 points and level 9 (1 
month) yielded 120 points (i.e., each level corresponded 
to a 15 point increment). For duration of service contract, 
level 1 (9 months) yielded 0 points, and level 9 (1 month) 
yielded 240 points (i.e., each level corresponded to a 30 
point increment). It was pointed out to the participant 
that the best deal was, thus, 9-9-9 for a total outcome of 
760 points (400 + 120 + 240). The participant was also told 
that the counterpart had a different payoff table which 
was not known. The negotiation would proceed accord-
ing to the alternating offers protocol, being the counter-
part the first to offer, and until someone accepted the oth-
er’s offer or “time expired”; in reality, if no agreement 
had been reached, the task would always terminate in 
round 6. 

Design. The experiment followed a 2 × 2 between-
participants factorial design: Counterpart (Agent vs. Ava-
tar) × Facial Expression (Anger vs. Neutral). Regarding the 
first factor, virtual humans were described in a similar 
manner as in Experiment 1 (e.g., the agent was always 
referred to as “computer agent” and the avatar was al-
ways described as “anonymous”). In reality, participants 
always engaged with a computer program that followed 
the same fixed sequence of offers: 2-3-2, 2-3-3, 2-4-3, 3-4-3, 
3-4-4, and 4-4-4. This pattern had been argued before to 
strike a good balance between cooperation and competi-
tion [11]. When participants engaged with avatars, we 
used a server to implement the deception. In this case, the 
server would synchronize the participants at the begin-
ning of the task and, from that point onward, the scripted 
strategy would be played. The counterpart’s virtual rep-
resentation was always of the same gender as the partici-
pant. Regarding the second factor, we used the same 
emotion facial displays that were validated and used in 
our earlier experiments [1], [61]: anger was expressed 
through lowering of the zygomaticus, lowering of the 
corrugator supercilli (frowning), and light reddening of 
the face. One male and one female avatars are shown in 
Figure 4. Emotion displays were shown after the partici-
pant made an offer in rounds 1, 3 and 5. 

Measures. Our main dependent variable was demand dif-
ference, i.e., the difference in demand level between round 
1 (initial offer) and the last round (agreement round or 
round 6). To calculate demand level, the number of points 
demanded in each round was summed across all issues of 
price, warranty and service. Demand difference was then 
calculated by subtracting demand level in round 1 (first 
offer) and demand level in the last round (last offer). No-
tice this measure will tend to be positive as people usual-
ly start with a more demanding offer and then concede as 
the task progresses [11]. Our focal effect size was the 
mean difference in demand difference between the angry 
and neutral counterparts. To validate that participants 
were perceiving some virtual humans as agents and oth-
ers as avatars we asked them to rate the virtual human on 
the same adjective pairs as in Experiment 1. In explorato-

ry fashion, similarly to Experiment 1, we also looked at 
participants’ self-reported emotions and subjective im-
pressions of the counterpart (7-point scale: 1, not at all, to 
7, very much): fair, trustworthy, cooperative, and likable. 

Experimental procedure. Participants were greeted into 
the lab and were randomly assigned a computer. After 
signing the consent form, they proceeded to read the in-
structions and complete a tutorial of the task. After being 
synchronized by the server, they initiated the decision 
task. Figure 5 shows a screenshot of the software. Each 
round proceeded as follows: (1) participants waited for 
the counterpart to make an offer; (2) after receiving an 
offer, participants self-reported how they felt about the 
offer; (3) participants then decided whether to accept the 
offer. If the offer was accepted, the task was over; other-
wise, if there were any rounds left, participants made a 
counteroffer; (4) the counterpart showed an emotional 
reaction to the participants’ offer; (5) a new round started. 
After completing the task, they filled out a questionnaire 
pertaining to manipulation checks and subjective impres-
sions of the counterpart. Upon completion of the experi-
ment participants were verbally debriefed about the de-
ception pertaining to the avatar conditions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. The software used in Experiment 2. 

Participants and incentive. Seventy-eight participants 
were recruited at the paid pool at USC’s Marshall School 
of Business. This resulted in approximately 20 partici-
pants per condition. Regarding gender, 45.8% were males. 

 
Fig. 4. The facial displays of emotion in Experiment 2.  
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Age distribution was as follows:  21 years and Under, 
52.8%; 22 to 34 years, 47.2%. Most participants were un-
dergraduate (63.9%) and graduate (34.7%) students ma-
joring in diverse fields and mostly with citizenship from 
the United States (59.7%) and India (27.8%). The incentive 
to participate followed standard practice in experimental 
economics [57]: first, participants were paid $20 for their 
participation; second, with respect to their goal in the 
task, participants were instructed to earn as many points 
as possible, as the total amount of points would increase 
their chances of winning a lottery for $100.  

3.2 Results 
Participants that accepted the virtual human’s first offer 
or whose first offer was accepted by the virtual human 
did not see any emotion expression–i.e., our experimental 
manipulation–and, thus, were excluded from analysis 
(though keeping them would lead to the same pattern of 
results). After exclusion, 72 participants remained for 
analysis. 

Manipulation checks. The nine adjective classification 
questions were highly correlated (Cronbach α = .952) and, 
thus, were averaged into a single measure we called an-
thropomorphism. We then ran an Counterpart × Facial 
Expression ANOVA which revealed, as expected, a main 
effect of Counterpart, F(1, 68) = 9.87, p = .002, partial η2 = 
.127: people perceived avatars (M = 3.84, SD = 1.29) to be 
more anthropomorphic than agents (M = 2.98, SD = 1.38). 

Demand difference. The means and standard errors for 
demand difference are shown in Figure 6. Regarding the 
main effect of Facial Expression, people conceded more 
with angry (M = 211.72, SD = 190.15) than neutral (M = 
129.38, SD = 121.51) virtual humans, F(1, 68) = 7.09, p = 
.010, partial η2 = .094.To test our expectation that the ef-
fects of emotion would be stronger with avatars than with 
agents, we, first, split the data across Counterpart; then, 
we compared demand difference between angry and neu-
tral virtual humans–our focal effect size. This revealed 
that, for agents, demand difference was higher with an-
gry agents (M = 166.75, SD = 160.19) than neutral agents 
(M = 157.25, SD = 127.38) but this result was not statisti-
cally significant, t(38) = -.208,  p = .837, Cohen’s d = .066, 

effect size point estimate = 9.50, 95% CI [-83.14, 102.14]. 
For avatars, demand difference was higher with angry 
avatars (M = 286.67, SD = 218.55) than neutral avatars (M 
= 101.50, SD = 111.57) and this result was statistically sig-
nificant, t(30) =-3.182,  p = .003, Cohen’s d = 1.162, effect 
size point estimate = 185.17, 95% CI [66.32, 304.01]. 

Participants’ emotions and subjective measures. Regard-
ing participants’ emotions, the means and standard devi-
ations are shown on Table 4 (top). We, first, regressed 
demand difference on self-reported joy, sadness, anger, 
and regret. This multiple regression model explained 
12.7% of the variance and the standardized coefficients 
were: joy, β = -.06, p = .629; sadness, β = -.40, p = .003; an-
ger, β = -.20, p = .123; regret, β = -.01, p = .992. We then ran 
Counterpart × Facial Expressions ANOVA on partici-
pants’ sadness and anger, since the coefficients associated 
with these measures tended to be statistically significantly 
different from zero. There was a trend for a significant 
Counterpart × Facial Expression interaction on displays 
of anger (p = .074, partial η2 = .046): people showed more 
anger to angry agents than angry avatars. 

 

 

 

 

 

 

 

 

 

 
Fig. 6. Means (and standard errors) for demand difference. The bars 
represent standard errors. 

Regarding the subjective measures, the questions per-
taining to fairness, trustworthiness, cooperativeness, and 
likability were highly correlated (Cronbach α = .931) and, 

TABLE 4 
PARTICIPANTS’ EMOTIONS AND SUBJECTIVE MEASURES IN EXPERIMENT 2 

 Agent  Avatar 
 Anger  Neutral  Anger  Neutral 
 M SD  M SD  M SD  M SD 

Participant’s Emotions            
Joy .00 .000  .15 .671  .50 1.732  .00 .000 

Sadness 1.40 1.759  1.90 2.337  1.00 1.758  1.45 1.761 
Anger 2.65 2.110  1.75 2.197  1.25 2.006  2.30 2.473 
Regret .25 .639  .00 .000  .08 .289  .05 .224 

Subjective Measures            
Fair / Trustworthy / Cooperative / Likable 2.54 1.052  2.80 .995  3.81 1.617  2.56 1.211 

Participant’s emotions represent the average number of times a certain emotion was self-reported across all rounds. Subjective measures were rated on a 7-
point scale (1, not at all, to 7, very much) and the table reports the average across all measures (Cronbach α = .931). 
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thus, we averaged them. The means and standard devia-
tions for this new measure are shown in Table 4 (bottom). 
An Counterpart × Facial Expressions ANOVA revealed a 
trend for a main effect of Facial Expressions (p = .091, par-
tial η2 = .042) with people forming more positive impres-
sions of angry than neutral counterparts. There was also a 
trend for a main effect of Counterpart (p = .076, partial η2 
= .046) with people forming more positive impressions of 
avatars than of agents. Finally, there was a statistically 
significant interaction (p = .011, partial η2 = .092) with 
people forming more positive impressions of angry ava-
tars than angry agents.  

3.3 Discussion 
The results showed, once again, that people behaved dif-
ferently when they perceived virtual humans to be agents 
when compared to avatars. Virtual humans were unsuc-
cessful in influencing participant behavior when they 
honestly portrayed themselves as computers (d = .066); 
however they had a large effect on behavior (d = 1.162) 
when they portrayed themselves as human, in which case 
people conceded significantly more to an angry than a 
neutral avatar. Overall, thus, the results supported our 
prediction that the effects of emotion would be stronger 
with avatars than agents. As in Experiment 1, the results 
showed that people expressed less anger towards angry 
avatars when compared to angry agents. Finally, the re-
sults showed that people formed more positive impres-
sions of angry avatars–in terms of fairness, trustworthi-
ness, cooperativeness and likability–than of angry agents. 

4 GENERAL DISCUSSION 
Our results show that the belief about whether a comput-
er or a human is controlling the emotion expressions of a 
virtual human can significantly impact people’s decision 
making behavior. In Experiment 1, we had people engage 
in a social dilemma with virtual humans that showed 
either cooperative (e.g., joy after mutual cooperation) or 
competitive displays (e.g., joy after exploiting the partici-
pant). The results showed that people cooperated more 
with the cooperative than the competitive virtual humans 
but, this difference was stronger when they believed they 
were engaging with avatars. In Experiment 2, we had 
people engage in negotiation with virtual humans that 
showed either an angry or neutral expression. The results 
showed that people conceded more to the angry than the 
neutral virtual human but, once again, this difference was 
much stronger with avatars. Overall, the results suggest 
that the social effects of emotion expressions on people’s 
decisions are stronger when people believe they are en-
gaging with humans, rather than computers. 

The “computers are social actors” theory introduced 
the idea that people can treat computers in a fundamen-
tally social manner [20], [21]. Indeed, our results showed 
that people can be influenced by emotion expressions of 
computers; however, our results extend this theory by 
demonstrating that there are still important differences in 

the way people treat computers in social contexts, when 
compared to humans. Our results seem more in line with 
Blascovich et al.’s threshold model of social influence 
[26], [27] which predicts that social influence will be 
greater the higher people’s attributions of a mind to the 
computer, i.e., the perceived sentience (e.g., consciousness 
or free will). These results are, therefore, also compatible 
with the view that people naturally attribute more mind 
to humans than computers or robots [36], [37], and with 
recent findings in neuroeconomics that show that people 
tend to reach different decisions with computers and 
show higher activation of brain regions associated with 
mentalizing when engaging with humans [38], [39], [41], 
[42], [43], [44]. 

The results reported here seem to reflect people’s cur-
rent suspicion about the ability of a machine to “have a 
mind”, i.e., a mind that is worthy of mentalizing as is the 
mind of a human. In recent work we argued that a key for 
the interpersonal effects of emotion expression is the in-
formation people retrieve from such expressions pertain-
ing to others’ beliefs, desires and intentions [1]. Thus, 
higher activation of brain regions associated with theory 
of mind might have meant that people tried harder to 
infer the mental states of avatars, through the correspond-
ing emotion expressions, and this led to increased coop-
eration with avatars. 

Our exploratory analyses also show that people tend to 
communicate different emotions to avatars, when com-
pared to agents. A particularly interesting result was that 
people showed, through their virtual characters, less an-
ger towards competitive avatars than towards competi-
tive agents. One explanation is that people are employing 
display rules with avatars, i.e., they are masking their true 
emotion to preserve social harmony [63], maintain profes-
sionalism [64] or abide to in-group social norms [65]. An 
alternative explanation is that people effectively experi-
ence more anger when engaging with competitive agents, 
which is consistent with the literature on prejudice to-
wards the out-group [66]. Future work should, therefore, 
try to disentangle the role of these two mechanisms. 

Analysis of the subjective measures allow us to specu-
late that people tend to form more positive subjective 
impressions–pertaining to fairness, trustworthiness, and 
likability–of avatars than of agents. These results are con-
sistent with the well-documented in-group bias, whereby 
people tend to favor in-group (i.e., avatars) to out-group 
(i.e., agents) members [67], [68]. In particular, studies 
have shown that people tend to favor and trust more in-
group members in decision making settings [69]. 

These results have important implications for the de-
sign of intelligent affective computers. Broadly, it is im-
portant designers realize people tend to reach different 
decisions according to whether they perceive computers 
to be controlled by a human or a computer algorithm. 
Having acknowledged this, designers can strategically 
choose to emphasize or de-emphasize perceptions of who 
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or what is controlling the expressions shown by a com-
puter. For instance, in computer-mediated decision mak-
ing, if the objective is to approximate face-to-face interac-
tion, designers could make it clear to the user that the 
computer is just a proxy for an actual person on the other 
side. On the other hand, if the computer makes autono-
mous decisions, then the system should emphasize the 
human stakeholders for whose interests the decisions are 
being made. If it is not easy to identify the stakeholders or 
preferable not to do so, then designers could simply 
choose to de-emphasize the fact that the emotions are 
being generated by computer algorithms. 

The limitations in this work suggest promising lines of 
future inquiry. First, it is important to compare people’s 
behaviors with humans vs. computers in more decision 
tasks (e.g., trust games, ultimatum game, etc.) and with 
more emotion displays. Second, our exploratory analyses 
suggest that participants’ emotions and subjective im-
pressions play an important role in how people make 
decisions with humans and computers and it is important 
to clarify how this is happening. Finally, this research 
raises the issue of what is the mechanism behind the ef-
fects reported here. Researchers have proposed that peo-
ple think of other minds in terms of two dimensions [44], 
[36], [37], [62]: agency, which refers to the capacity to 
think, plan and act; and, experience, which refers to the 
capacity to sense and feel emotion. It, thus, remains to be 
tested if appropriate simulation of these two underlying 
dimensions in computers would suffice for people to 
cross the threshold above which they cease to distinguish, 
in decision making settings with clear financial stakes, 
computers from humans. 
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