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ABSTRACT

Collaboration in a group has the potential to achieve more effective
solutions for challenging problems, but collaboration per se is not
an easy task, rather a stressful burden if the collaboration partners
do not communicate well with each other. While Intelligent Virtual
Assistants (IVAs), such as Amazon Alexa, are becoming part of our
daily lives, there are increasing occurrences in which we collaborate
with such IVAs for our daily tasks. Although IVAs can provide
important support to users, the limited verbal interface in the current
state of IVAs lacks the ability to provide effective non-verbal social
cues, which is critical for improving collaborative performance and
reducing task load.

In this paper, we investigate the effects of IVA embodiment on col-
laborative decision making. In a within-subjects study, participants
performed a desert survival task in three conditions: (1) performing
the task alone, (2) working with a disembodied voice assistant, and
(3) working with an embodied assistant. Our results show that both
assistant conditions led to higher performance over when performing
the task alone, but interestingly the reported task load with the em-
bodied assistant was significantly lower than with the disembodied
voice assistant. We discuss the findings with implications for effec-
tive and efficient collaborations with IVAs while also emphasizing
the increased social presence and richness of the embodied assistant.

Index Terms: Human-centered computing—Human com-
puter interaction (HCI)—Interaction paradigms—Mixed / aug-
mented reality; Human-centered computing—Ubiquitous and mo-
bile computing—Ubiquitous and mobile devices—Personal digital
assistants; Human-centered computing—Human computer interac-
tion (HCI)—HCI design and evaluation methods—User studies

1 INTRODUCTION

In modern life, there are a number of problems that individuals can-
not deal with or would likely end up with less effective solutions
when working alone—including physical but also mental and cogni-
tive tasks. As the concept of humans as “social by nature” developed
from Aristotle’s famous aphorism, we strategically collaborate with
others to overcome problems [66]. Such collaboration in a group
has the potential to achieve more effective solutions for challeng-
ing problems, but collaboration per se is not an easy task, rather
a stressful burden that induces more mental/cognitive load while
communicating with the collaboration partners [35]. If the team
members do not communicate well with each other or are not sup-
portive, the perceived task load will increase significantly because of
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the overhead caused by the collaboration. A large body of literature
in social psychology and collaborative learning has investigated this
phenomenon and identified the importance of reducing task load in
collaborative situations while still emphasizing the improvement of
task performance at the same time.

With the advent of advanced artificial intelligence (AI) and natu-
ral language processing (NLP), intelligent virtual assistants (IVAs)
have experienced dramatic technological achievements in both re-
search and commercial application fields [55]. While IVAs, such
as Amazon Alexa, Google Assistant, and Apple Siri, are becoming
part of our daily lives, there are increasing occurrences in which
we collaborate with such IVAs for our daily tasks [54, 63]. IVAs
do not just passively search and provide information requested by
the users through simple verbal commands, but can also proactively
understand the users’ context and make suggestions as an intelligent
collaborative entity. Although IVAs can provide such important sup-
port to users, the limited verbal interface in the current state of IVAs
lacks the ability to provide effective non-verbal social cues, which
is critical for improving collaborative performance and reducing
workload. Augmented reality (AR) has the potential to overcome
this challenge by providing a visual embodiment for the IVAs. A
human-like visual representation could enrich the communicative
channels that convey the assistant’s status and intentions by pre-
senting emotional expressions and gestures as non-verbal social
behaviors [32].

Many findings in prior literature showed that task performance
could be improved by the collaborative interaction with IVAs, but
there was not enough attention on how the IVA interaction could
actually cause more task load in the social collaboration context.
This is particularly interesting with respect to the IVA embodiment,
given that prior work on IVAs has been inconclusive about the impact
of embodied agents on cognitive load [60].

Thus, in this paper, we investigate the effects of an IVA’s visual
embodiment on collaborative decision making, specifically focusing
on the objective task performance and subjective perception of task
load. In a within-subjects study, participants performed a desert
survival task in three conditions: (1) performing the task alone, (2)
working with a disembodied voice assistant, and (3) working with an
embodied assistant. Our results show that both assistant conditions
led to higher performance over when performing the task alone,
but interestingly the reported task load with the embodied assistant
was significantly lower than with the disembodied voice assistant.
The findings are beneficial to design assistants for many daily tasks,
but particularly for professional settings that require IVAs that are,
simultaneously, helpful and able to minimize the user’s cognitive
load. We discuss the findings with implications for effective and effi-
cient collaborations with IVAs while also emphasizing the increased
social presence and richness of the embodied assistant.

In particular, we investigated the following research questions:

• RQ1: Does working with IVAs improve objective task perfor-
mance in collaborative tasks?

• RQ2: Does working with IVAs increase subjective perception
of task load in collaborative tasks?



• RQ3: Does the IVA’s visual embodiment improve objective
task performance in collaborative tasks?

• RQ4: Does the IVA’s visual embodiment decrease subjective
perception of task load in collaborative tasks?

This paper is structured as follows. Section 2 presents an overview
of related work. Section 3 describes the human-subject study. The re-
sults are presented in Section 4 and discussed in Section 5. Section 6
concludes the paper.

2 RELATED WORK

In this section, we present previous work that studied collaborative
problem solving and decision making, task load, and embodiment
effects in the scope of interactions between humans and IVAs.

2.1 Collaborative Decision Making
Multiple studies have shown that people tend to treat and get in-
fluenced by IVAs in a similar way as they would with other hu-
mans [1, 58]. In the context of decision making and cooperation,
understanding how people are influenced by IVAs and the behaviors
that lead to these effects becomes more important.

Khooshabeh et al. studied an intelligent agent’s capability to exert
social influence through its sense of humor in a problem solving task
(a lunar surviving scenario), finding that participants who perceived
the seemingly humorous agents as not funny were not as likely to
use its suggestions for the task while those who did were more
influenced by it [28]. Kulms et al. also investigated sense of humor
and its influence on an agent’s perceived cooperativeness in the
iterated prisoner’s dilemma [39], but they found that the humorous
agent was rated as less cooperative although it was perceived as more
enjoyable. Khan and Sutcliffe found that participants were more
inclined to comply with a visually more attractive agent compared to
an unattractive one in a desert survival task [27]. Lucas et al. studied
how the approach towards exerting social influence (i.e., factual
vs. personal preference) can affect participants’ decision making
process in a desert survival task [47], and found that a facts-based
approach was more influential.

In the context of health care, researchers also investigate the
effects of utilizing IVAs as a collaborative or coaching partner to aid
decision making [16,59] or promote healthier habits [6,9,61]. Byrne
et al. utilized virtual pet agents to encourage adolescents towards
healthier eating decisions, finding that participants who interacted
with an agent capable of both positive and negative behavior were
more likely to consume breakfast compared to interacting with no
agent or one limited to positive emotions [9]. In a shared decision
making task for prenatal testing, Zhang and Bickmore found that
using an embodied virtual agent could increase users’ knowledge
and enhance their satisfaction with their decision [69].

2.2 Task Load in Collaboration
Task load, particularly mental/cognitive load, pertains to the effort
the brain has to undergo to process, learn, and access informa-
tion [26]. Several factors have been identified that influence cogni-
tive load, but, broadly, it is possible to distinguish between intrinsic
factors (e.g., task difficulty) and extrinsic factors (e.g., presentation
of the task or collaboration process). The importance of reducing
cognitive load for task performance has been studied across sev-
eral domains [17]. In educational settings, multimedia technology
has often been studied as an alternative to traditional textbook and
classroom teaching, with results often showing improved learning
with reduced cognitive load [3, 43, 60]. In life or death situations,
such as medical [2] or military [19] settings, it is imperative that
technology is able to provide critical information efficiently and
seamlessly to professionals that are under immense cognitive, and
possibly physical, load.

In collaboration, which inherently involves complex social activ-
ities, interaction and coordination of cognitive effort are required,

and it is challenging to collaboratively converge on a group decision
for a shared problem [37]. IVAs are an emerging technology that
has seen the potential as an intelligent collaborative partner, which
can facilitate daily tasks through intuitive and natural interaction
with users [24,45]. The basic premise is that advances in natural lan-
guage processing technology [42] enable more natural open-ended
conversation with machines, which are able to then provide informa-
tion or carry out users’ instructions. Verbal communication is also
socially richer than other forms of communication like text or email,
as it can convey pragmatic and affective information [30]. Most
current commercial systems, though, only have limited capabilities
to convey this social richness to users through speech. This verbal
communication can cause more cognitive load in the collaboration
context due to the linguistic ambiguity. Overall, while easier access
to information is expected to lead to improvements in task perfor-
mance, the impact of these types of assistants on users’ cognitive
load is still not well understood.

2.3 Assistant Embodiment and Augmented Reality

IVA embodiment has been extensively researched in the past, with
findings either advocating [5, 12] or questioning [22, 23] their ne-
cessity. These variation can be attributed to the wide range of agent
appearances, behaviors, and domains utilized in previous research
efforts [14, 38]. In support of a conversational agent’s embodiment,
an important factor is the utilization of both verbal and nonverbal
communication channels, facilitating relational behaviors which in
turn can help build and maintain relationships in order to initiate
trust and smooth cooperation among collaborators [5].

Beun et al. described embodied IVAs as a helpful and motivating
presence in learning tasks [4]. In their study, where participants were
presented with stories either in a text format or through the embodied
agents, participants showed significantly better recall in the agent
conditions. In the context of a direction giving task, Hasegawa et
al. varied the type of agent providing the directions (i.e., robot, em-
bodied virtual agent, and GPS), and the agent embodiment proved
to have positively influenced users’ perception although it had no
impact on their performance. To evaluate the level of users’ trust in
automated cars, Haeuslschmid et al. explored different visualization
approaches (i.e., embodied agent, world in miniature, car indicators)
to communicate the intent of the car. Their results suggest that
competence is a more important factor compared to friendliness, a
characteristic used for designing the agent, in developing trust in con-
texts where safety is critical [23]. Demeur et al. evaluated the impact
of agent embodiment and emotion over the perceived social believ-
ability in the agent, and found that appropriate emotions conveyed
through the agent’s embodiment, particularly related to the sense of
competence and warmth, could lead to higher believability [15].

As AR technology promises the pervasive ability for us to access
contextually-relevant information through virtual entities [31, 68],
research on embodied virtual agents in AR becomes more and more
active. Kim et al. investigated the effects of an IVA’s embodiment
and locomotion behavior on the sense of social presence and confi-
dence in the agent, and found that both factors positively impacted
users’ perception of the agent’s ability to be aware of and influence
the real world compared to the disembodied voice agent [32, 33].
They also showed the benefits of embodied IVA’s environmental
physical interaction through a multimodal interface [34]. Wang et
al. also conducted a study investigating user preference for different
types of embodied or disembodied IVAs in AR while performing
a visual search task together [67], and showed that participants
preferred the miniature embodied IVA. Beyond the agent systems,
research on telepresence and collaboration through embodied virtual
avatars in AR is also growing [25,57]. The previous findings and the
variation in some of the results in terms of subjective perception and
objective performance emphasize the importance of further research
on collaboration with embodied IVAs in AR.



3 EXPERIMENT

In this section we present the experiment that we conducted to
investigate the effects of different types of virtual assistants on task
performance and cognitive load in problem solving. The experiment
was approved by the Institutional Review Board of our university.

3.1 Participants
We recruited 37 participants from our local university population
for our experiment, and 36 among them completed the entire
experiment—one withdrew from the study for personal reasons.
We further excluded two more participants due to a failure to record
data; thus, we had 34 participants (25 male and 9 female, ages 18
to 33, M = 21.9, SD = 4.1) for the analysis. All of the participants
had normal or corrected-to-normal vision—12 with glasses and 7
with contact lenses. On a 7-point scale (from 1=not familiar at all to
7=very familiar), the level of participant-reported familiarity with
AR/MR technology was comparatively high (M = 4.56, SD = 1.33).
All participants had fewer than ten times of AR head-mounted dis-
play (HMD) experiences, and it was the first experience for 13 of
them. Participants were also asked about their frequency of using
commercial virtual assistant systems, such as Amazon Alexa, Apple
Siri, or Microsoft Cortana. Their responses varied from no use at all
to frequent daily use: eight participants indicated multiple times per
day, two indicated once a day, eight indicated once a couple of days,
seven indicated once a week, three indicated once a month, and six
indicated no use at all. Five participants had prior experience with
the desert survival task or closely related tasks.

3.2 Materials
In this section, we describe the AR desert survival task environment
that we developed for our experiment as an abstract problem solving
challenge, and two different virtual assistant types incorporated in
the survival task.

3.2.1 Desert Survival in AR
The desert survival task, which was developed by Lafferty [41],
is one of the most widely used team building exercises, in which
people have to prioritize fifteen items, such as a bottle of water or a
jackknife, according to their importance for surviving in the desert.
The task involves collaborative social skills and cognitive/mental
load to make better decisions which made it a good candidate for
many human-agent interaction studies that investigate the effects of
socially engaging conversational agents [29]. The task performance
can also be objectively evaluated with scores based on a solution
sheet provided by Pond1.

For our experiment, we developed an AR desert survival task
environment, where participants had to place real image markers
illustrating the fifteen survival items in the order of importance while
experiencing AR visual and auditory stimuli (Figure 1). The image
markers were attached on physical foam bases so that the participants
could intuitively grab them and move them around. To initiate the
task, participants first looked at the marker with a desert image and
put it on a start placeholder, which was virtually displayed on the
table through an optical see-through HMD, Microsoft HoloLens.
Once the desert image marker was placed in the start placeholder,
the instruction and state boards virtually appeared with fifteen item
placeholders on the table, where participants could place the survival
items in their chosen order. When the item was placed in one of the
placeholders, the placeholder turned to blue with a clicking sound
effect and a virtual image corresponding to the item image was
shown on it. Participants could freely re-order the items and check
the status of placed items via the state board while performing the

1Alonzo W. Pond, M.A. was an survival expert who was a former chief
of the Desert Branch of the Arctic, Desert, Tropic Information Center of the
Air University at Maxwell Air Force Base.

Figure 1: Physical setting in which a participant performs the desert
survival task with fifteen image markers illustrating survival items. The
participant experiences AR visual and auditory stimuli during the task.

task. After all the fifteen items were placed in the item placeholders,
a finish placeholder was shown in AR next to the desert image
marker, and the instruction guided the participants to put the desert
marker on the finish placeholder to complete the task. Once the
participants put the desert marker on the finish placeholder, the task
was completed, showing a message that guided them to call the
experimenter. Throughout the experiment, the performance score
was continuously calculated by comparing the current state of item
placements and the solution order. The size of the markers was
10 cm×10 cm×1 cm, and the PTC Vuforia Engine2 was used for
marker recognition.

3.2.2 Conversational Assistants

Here we describe two different virtual assistant types that we de-
veloped for the experiment: the embodied assistant and the non-
embodied voice assistant:

• Embodied Assistant: A miniature of a 3D female character3

was used for the embodied virtual assistant with visual appear-
ance (see Figure 2). The character’s blendshapes and LipSync4

asset were used for lip movements during speech and facial
expressions. The character was programmed to have a smiling
and pleasant facial expression throughout the experiment, with
a slight increase in the smile level during talking. Animations
from Unity Standard Assets5, Mixamo6, and Inverse Kinemat-
ics7 were used to augment the character with body gestures
and idle behaviors. She could exhibit positive or negative ex-
pressions with body gestures using eleven different gesture
animations, which include acknowledging nod, happy hand
gesture, hard head nod, look down, talk with hand gestures,
annoyed head shakes, sarcastic head nod, etc. She could also
perform appreciation gestures, such as bowing down or putting
one hand on her chest politely. The virtual character was su-
perimposed over the real environment through a Microsoft
HoloLens, which the participants wore, and could communi-
cate with gestures and voice while walking on the table in front
of the participants. The Unity Third Person Character Con-
troller was used to generate the natural locomotion behavior so

2https://developer.vuforia.com/
3An in-house customized 3D human model were created based on

Adobe Fuse (https://www.adobe.com/products/fuse.html) and FaceGen
(https://facegen.com/) for the experiment.

4https://lipsync.rogodigital.com/
5https://assetstore.unity.com/packages/essentials/asset-packs/standard-

assets-32351
6https://www.mixamo.com/
7https://docs.unity3d.com/Manual/InverseKinematics.html



Figure 2: Examples of various facial expressions and body gestures
of the embodied assistant: (a–c) different levels of pleasure: neutral,
slight smiling, and more pleasant smiling, (d) idle standing animation,
(e–m) different body gestures exhibiting the state of thinking and
making suggestions while conveying the information about the survival
items, and (n–o) gestures appreciating the participant’s compliance
when following a suggestion.

that the character could walk over the table while participants
placed the survival items during the experiment. The realis-
tic voice of the character was achieved by pre-recording her
speech prompts to the participants using the Vocalware text-to-
speech (TTS) API8. The speech prompts included overall task
instructions, general acknowledgments, and the survival item
suggestions. The assistant’s speech was also displayed in text
as subtitles on the state board.

• Voice Assistant: We disabled the visual embodiment of the
embodied virtual assistant, so the voice assistant could not
leverage any embodied human gestures or locomotion to con-
vey social signals. In this way, participants could only hear the
voice of the assistant through the HoloLens. This is similar to
the current state of commercial assistant systems, e.g., Amazon
Alexa, which communicate with users mainly through verbal
interaction.

3.2.3 Physical Setup
Participants performed the desert survival task in an isolated space
with black curtains around, so that they could concentrate on the task
and the assistants’ verbal and/or gestural behaviors. The space had
a table, on which the participants placed the survival items, and a
laptop PC that they used to answer the questionnaires (see Figure 1).

3.3 Methods
To examine the effects of the assistant’s presence and embodiment,
a within-subjects design was used for our experiment with three
different conditions (see Figure 3):

8https://www.vocalware.com

• Control (No Assistant): As a baseline condition, participants
performed the desert survival task by themselves without any
assistants. In this condition, participants only saw the vir-
tual boxes to indicate the places to locate the survival items
and virtual boards describing the current state of the task and
instructions.

• Voice Assistant: The virtual assistant did not have any visual
appearance in the HoloLens, but participants could hear her
voice while performing the survival task as described in the
Conversational Assistants section above.

• Embodied Assistant: The miniature virtual human character
described in the Conversational Assistants section was aug-
mented with a visual embodiment, i.e., a human-like body, on
the table. During the desert survival task, the assistant was
trying to help the participants make better decisions for their
survival by making suggestions that could potentially improve
the task score. While making suggestions, the assistant walked
toward the suggested item and presented different body ges-
tures to convey the information about the item more effectively
with spatial and emotional gestures and expressions.

The order of the conditions was counter-balanced with 36 partici-
pants who completed the experiment (see Section 3.1). In this way,
we reduced the carryover effects between the three conditions, while
having the participants directly compare the experiences based on
their individual baseline.

3.3.1 Interaction Scenario
During the experiment, participants performed the desert survival
task using the AR environment in collaboration with the different
assistants according to the study condition. While participants per-
formed the task alone in the Control condition without any virtual
assistant, the assistants in the Voice and the Embodied conditions
were trying to help the participants make better decisions during
the task by providing suggestions that could potentially improve the
task score. The system recognized where the items were currently
located during the task and calculated the current survival score
continuously. In this way, the assistants could determine the item
that she would suggest to move, such that the participants could
make the largest improvement in the survival score if they followed
the suggestion accordingly. There were both positive and negative
information prompts prepared for each survival item, so the assistant
suggested to move a given placed item either up or down from its cur-
rent place while providing the positive or negative information about
the item. For example. the positive suggestion for the flashlight was
“The flashlight could be a quick and reliable night signaling device.
Why don’t you move it up a bit?” and the negative suggestion was
“I think the flashlight battery will be gone very quickly, so it might
not be as useful as you expect. Why don’t you move it down a bit?”
There were three different prompt variations for both moving up and
down suggestions, e.g., “I think it’s ok to move it up/down,” and
“I guess you can move it up/down more.” The assistant could also
make stronger suggestions expressing that the item position should
be adjusted a lot. For example, “I think you should move it up/down
a lot,” “Why don’t you move it up/down a lot in the ranking?” and
“I’m sure you can move it up/down quite a lot.” The assistants could
make the same suggestions repeatedly if the item was still the best
option to improve the task score; however, if there was nothing to
change for the score, no suggestion was provided. When suggesting
items in the Embodied condition, the assistant walked towards and
stood by the suggested item, and provided body gestures with more
pleasant facial expressions while talking about the item. In this way,
the embodied assistant could provide richer social cues to convey
the information to the participants more effectively and convincingly.
Participants received up to ten suggestions from the assistant by the



Figure 3: Experimental conditions: (a) Control: participants perform
the desert survival task without any assistants, (b) Voice assistant:
participants hear the conversational assistant’s speech but cannot
see her embodied appearance, while the assistant tried to help them
out by making suggestions, (c) Embodied: participants can both see
and hear the virtual assistant.

completion of the task. It is important to know that we guided the
participants to decide whether they would follow the assistant’s sug-
gestions or not; thus, if they wanted to, they could keep the current
item priority as it was. Once the participants actually followed the
suggestions, the assistants performed appreciation prompts, such
as, “Thank you for listening to my suggestion,” which could en-
courage more compliance by participants for follow-up suggestions.
The assistant also gave task instructions and general acknowledg-
ing comments, which included some variations of simple assuring
comments, such as “Okay,” “Good,” or “You are doing great so far.”
These general comments could also encourage the participants to
perform the task more actively and make the assistant’s behavior
appear more natural and interactive. The embodied assistant had
an idle animation, which had slight body movements, and random
eye-blinking to avoid an unnaturally static pose.

3.3.2 Procedure
Once participants arrived, they were guided to our laboratory space
by the experimenter. They were asked to sit down in a room with
a table and a laptop PC for answering questionnaires, and were
provided with the consent form. Once they agreed to participate
in the experiment, they donned a HoloLens and went through the
calibration procedure on the HoloLens to set their interpupilary dis-
tance. Afterward, participants had a practice session to learn how to
use our marker-based interface by placing five animal markers. In
this practice phase, they were asked to place the five animal markers
in their preferred order on the table while experiencing AR visual

feedback (see Section 3.2.1). The experimenter was present next to
the participants to answer any questions that they might have during
the practice phase, while explaining the way to place and re-order
the items. Once they felt comfortable with the marker-based inter-
face, the experimenter described their actual task, the desert survival
task, and the goal to prioritize the fifteen items for their survival in
a desert. In the description, participants were told that they were
going to take part in the same task three times with some variations.
Then, the first session started with one of the experimental condi-
tions: either the Control, the Voice, or the Embodied condition as
described in Section 3.3. After completing the task, the participants
were guided to complete several questionnaires measuring their per-
ception of the experience in the desert survival task with or without
assistant. When they were done answering the questionnaires, the
experimenter guided them to repeat the same task in the next con-
dition. Once the participants completed all three conditions, they
answered further demographics and prior experience questionnaires,
assessing their familiarity with AR and virtual assistant technology
and experience. At the end, the participants were provided with a
monetary compensation. The entire experiment took about an hour
for each participant.

3.3.3 Hypotheses
We established two hypotheses for each of task performance and
task load in collaborative decision making with virtual assistants,
and one hypothesis for each of social presence and social richness
perception, based on previous literature supporting the importance
of assistant embodiment:

• H1a: Participants’ task performance score in the Voice condi-
tion will be higher than in the Control condition (i.e., Control
< Voice).

• H1b: Participants’ task performance score in the Embodied
condition will be even higher than in the Voice condition (i.e.,
Voice < Embodied).

• H2a: Participants’ evaluation of task load in the Embodied con-
dition will be lower than in the Voice condition (i.e., Embodied
< Voice).

• H2b: Participants’ evaluation of task load in the Control con-
dition will be even lower than in the Embodied condition (i.e.,
Control < Embodied).

• H3: Participants’ sense of social presence in the Embodied
condition will be higher than in the Voice condition (i.e., Voice
< Embodied).

• H4: Participants’ sense of social richness in the Embodied
condition will be higher than in the Voice condition (i.e., Voice
< Embodied).

3.3.4 Measures
In this section, we describe our measures used to assess the influence
of presence and type of virtual assistants in the study.

• Task Performance: The desert survival task has a solution
sheet provided by a survival expert (see Section 3.2.1). We
calculated the sum of absolute differences (SAD) between the
order of the items provided by participants and the solution
sheet, and negated the value for a more intuitive representative
score. In this way, the best score is zero, which means all
the items the participants placed are identical to the solution
sheet. The task performance gets worse as the score moves
further along the negative scale. The AR desert survival task
environment automatically calculated and stored the final score
at the end of each task.



• Task Load: The NASA Task Load Index (NASA-TLX) ques-
tionnaire [21] was used to assess the task load. The NASA-
TLX is a standard measure in human factors and ergonomics
evaluations, consisting of six questions, each corresponding to
one dimension of the perceived workload. For each dimension
(mental demand, physical demand, temporal demand, perfor-
mance, effort, and frustration), the participants provide a score
on a scale, from “Very Low” to “Very High,” consisting of
21 tick marks effectively identifying 5% delimitations on a
scale of 0% to 100%. Participants then provide weights for
each of the six dimensions via a series of binary choices to as-
sess which dimensions were most important for the task; these
weights are then factored into the final score by multiplying
them with the dimension scores.

• Social Presence: We adopted the social presence sub-scale
from the Temple Presence Inventory (TPI) questionnaire [44]
and slightly modified it to assess participants’ sense of togeth-
erness in the same space with the assistant, and the quality of
the communication/interaction between them. The scale con-
sists of seven questions on a 7-point scale from 1=not at all to
7=very much. We used this questionnaire only for a subjective
comparison of the assistant conditions, i.e., the Voice and the
Embodied conditions.

• Social Richness: We adopted the social richness sub-scale
from the TPI questionnaire [44] to assess the extent to which
the assistant is perceived as immediate, emotional, responsive,
lively, personal, sensitive, and sociable. All the items for social
richness are 7-point semantic differential scales, e.g., 1=re-
mote and 7=immediate. We also used this questionnaire only
for the assistant conditions, i.e., the Voice and the Embodied
conditions.

4 RESULTS

In this section, we report the results for our experimental measures.
We used repeated measures ANOVAs and estimated marginal means
for the post-hoc pairwise comparisons at the 5% significance level
with Bonferroni correction in line with the ongoing discussion in
the statistics literature suggesting that these parametric tests can
be a valid and informative method for the analysis of combined
experimental questionnaire scales as described above [36, 40, 53].
For cases where sphericity was not assumed through Mauchly’s test
and the Greenhouse-Geisser epsilon was larger than .75, we used
Huynh-Feldt corrections for sphericity. Shapiro-Wilk tests and Q-Q
plots were used to test for normality. Effect sizes are reported for the
significant effects. For the measures specific for the perception of
the assistants, we used paired-samples t-tests to compare the Voice
and the Embodied conditions.

4.1 Task Performance
Task performance was evaluated by comparing the scores for the
desert survival among the conditions. As we described in Sec-
tion 3.3.4, zero was the best score, meaning that the participant’s
answer was exactly the same as the survival expert’s answer, and the
score was negated to make the larger score (closer to zero) represent
the higher (better) score. The results are shown in Figure 4 (a). A
repeated measures ANOVA showed that there was a statistically sig-
nificant difference in the survival scores among the three conditions,
F(2,66)= 10.17, p< .001, η2 = .24 (a large effect size). Post-hoc
tests revealed that the scores in the Voice condition (M =−50.88,
SD = 21.26) were significantly higher than the scores in the Con-
trol condition (M =−62.71, SD = 21.38), p= .002, and the scores
in the Embodied condition (M =−52.29, SD = 19.81) were also sig-
nificantly higher than the scores in the Control condition, p= .002.
There was no significant difference in the performance scores be-
tween the Voice and the Embodied conditions (p = .99). We also
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Figure 4: Bar charts showing the results for (a) the task performance
score, i.e., the desert survival score (higher is better), and (b) the
NASA-TLX task load score (lower is better). For the task performance,
the Voice and Embodied conditions showed better performance com-
pared to the Control condition. For the task load, the Voice condition
caused more task load than the Control and the Embodied condi-
tions. The error bars show ±1 standard error of the mean. Statistical
significance: ** (p<0.01), * (p<0.05).

compared the participants’ compliance rate for the assistants’ sug-
gestions between the Voice and the Embodied conditions, but did
not find any statistical significance (p = .95). This indicates that
both voice and embodied assistants were helpful for the participants
to make better decisions in the scope of the desert survival task.

4.2 Task Load
Following the established method, the NASA-TLX scores were cal-
culated by summing the weighted sub-dimension scores [21]. The
overall task load results are shown in Figure 4 (b) and the dimensions
are shown in Figure 5. We found a statistically significant differ-
ence with a repeated measures ANOVA among the three conditions,
F(1.63,53.83)= 5.24, p= .012, η2 = .14 (a medium to large effect
size). Post-hoc tests revealed significant differences between the
Control condition (M = 23.73, SD = 17.69) and the Voice condition
(M = 29.37, SD = 19.01), p= .015 and between the Voice condition
and the Embodied condition (M = 25.94, SD = 17.86), p= .026, but
not between the Control and the Embodied conditions (p = .86).
This indicates that the participants experienced a lower level of
task load when they performed the task alone or with the embodied
assistant compared to with the voice assistant.

4.3 Social Presence
Paired-samples t-tests revealed a statistically significant differ-
ence between the Voice (M = 3.59, SD = 1.15) and the Embodied
(M = 4.60, SD = 1.10) conditions on the participants’ sense of social
presence with the virtual assistant, t(33) =−4.57, p< .001, d = 0.79
(a medium to large effect size). This indicates that the participants
had a higher sense of social presence with the embodied assistant.
The results are shown in Figure 6 (a).

4.4 Social Richness
Paired-samples t-tests revealed a significant main effect of the assis-
tant embodiment on the perceived social richness of the assistant,
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Figure 6: Bar charts showing the results for (a) social presence and (b)
social richness. In both cases, higher is better. For these measures,
we only compared the two assistant conditions, and for both measures,
the Embodied condition provided more social presence and richness
than the Voice condition. The error bars show ±1 standard error of the
mean. Statistical significance: *** (p<0.001), ** (p<0.01), * (p<0.05).

t(33)=−2.57, p= .015, d = 0.44 (a small to medium effect size).
The participants reported a higher perception of social richness in the
Embodied condition (M = 4.55, SD = 0.95) compared to the Voice
condition (M = 4.05, SD = 1.06), which indicates that the embodied
assistant provided a richer and more immediate social perception to
participants. The results are shown in Figure 6 (b).

5 DISCUSSION

In this section, we summarize the main findings and discuss impli-
cations for the use of embodied virtual assistants in human-agent
collaborative tasks.

5.1 Embodied Virtual Assistants Improve Task Perfor-
mance and Reduce Task Load in Collaborative Prob-
lem Solving

Overall, our results show that participants achieved better perfor-
mance with both disembodied voice and embodied assistants com-
pared to performing the task alone, while the embodied assistant

additionally helped them maintain a lower task load than experienced
with the disembodied assistant.

For the task performance, in line with our Hypothesis H1a, we
found that participants in the Voice condition performed the desert
survival task with better scores than the Control condition. We ini-
tially expected the performance in the Embodied condition would
even exceed the Voice condition, but in contrast to our Hypothe-
sis H1b, we found that the performance in the Embodied condition
was at a similar level as in the Voice condition. The participants’
informal comments generally support the notion that the information
provided by the assistants was perceived positively, and that is was
perceived as more dominant for the decision-making task than the
appearance of the assistants:

P4: “the assistant was very helpful, giving critical infor-
mation in such a stressful situation if it happens in real
world.” P7: “The interaction of the assistant was over-
all beneficial, as it brought up many things I wouldn’t
have thought of.” P12: “The information provided by the
assistant were great, it helped me prioritize items better.”

Our experimental results confirm that both types of voice-only
and embodied assistants can improve performance in an abstract
collaborative problem solving task, when compared to performing
the task without the support provided by an assistant. Our results
are, in particular, interesting for commercial voice-only assistants,
such as Amazon Alexa, given that they have received considerable
attention from the industry. Our results reinforce that, even though
there may be a cost, in practical terms, it is possible to improve
performance and productivity through the careful application of
assistant technology.

For the task load, in line with our Hypothesis H2a, we found
that participant-reported task load in the Embodied condition was
lower than in the Voice condition, and even maintained a similar
level as in the Control condition, which is different from what we
expected in our Hypothesis H2b. The results reveal that, even though
both assistants caused an increase in performance, the embodied
assistant accomplished this with minimal impact on cognitive load,
when compared to the voice-only assistant. This is particularly
interesting given that prior work on pedagogical agents has been
inconclusive about the impact of embodied agents on cognitive
load [60]: In some cases, post-tests were easier after interaction
with an embodied agent [51]; in other cases, embodied agents led to
increased mental effort for learners, even though there was no impact
on performance [10]. According to Mayer’s multimedia learning
theory [48], there are two fundamental channels (auditory and visual)
and optimal learning occurs when information is optimized across
the channels (e.g., embodied agents will not produce an effect if they
are redundant or irrelevant to the task [11]). In our case, though, the
embodied assistant was serving clear functions above and beyond
the voice-only assistant: through facial expressions, it smiled when



making suggestions; through its virtual body, it moved and pointed
to the target of the suggestions; and, generally, through subtle cues
(e.g., idle motion or blinking), the assistant conveyed a human-
like presence in the task. The experimental results confirm that
these kinds of nonverbal cues have meaningful impact in lowering
cognitive load for users. Participants’ comments, such as the one
below, support the notion of a benefit of visual embodiment for
helping participants feel more comfortable in collaborative situations
with virtual assistants:

P28: “I like that the assistant is naturally in front of
you and given at the same time as I worked rather than
pausing just to listen to what she had to say.”

5.2 Embodied Virtual Assistants Increase Social Pres-
ence and Richness

Our results showed that participants experienced higher social pres-
ence with the Embodied assistant than the Voice assistant, supporting
our Hypothesis H3. Social presence relates to the ability of a com-
munication medium to convey the sense that the user is immersed
in the communication space and engaging in social interaction just
as if it were face-to-face interaction [46, 62]. Research indicates
that immersive technology has the potential to provide an increased
sense of social presence, when compared to other media (e.g., phone
or desktop) [7]. Our results support the notion that the embodiment
of the virtual assistant in AR afforded an increased immersion and
social presence during the interaction with the assistant, which may
have contributed to the observed low impact on cognitive load.

Our results further indicate that participants perceived an in-
creased social richness with the Embodied assistant than the Voice
assistant, in line with our Hypothesis H4. This suggests that they
were more likely to treat interaction with the embodied assistant in a
social manner, as if they were interacting with another human. This
is in line with prior research indicating that increased human-like
cues [58] and immersion [7] can lead users to treat human-agent
interaction like human-human interaction [49, 58], which can lead
to positive effects in terms of engagement, motivation, and inter-
est [3, 50, 60, 65]. The social richness of the experience with the
embodied assistant, thus, may have additionally played a role in
reducing the participants’ cognitive load while performing the task.

Participants’ informal comments about the Embodied condition
are also in line with the notion that they perceived the assistant more
like a real collaboration partner, and emphasize the benefits of the
embodiment for increased social presence and richness:

P24: “Two heads are always better than one.” P26: “It
felt like I was communicating with another more knowl-
edgeable person.”

5.3 Implications and Limitations
Task/cognitive load can actually be reduced by sharing additional
cues in many collaborative situations. In that sense, simple primi-
tive AR annotations, such as virtual arrows or other types of high-
light indicators, could also be helpful in our study setting. This is,
in fact, an interesting line of future inquiry. Embodied assistants,
however, have the unique capability to engage users multimodally—
like humans do [20]—and complement the information conveyed
through speech with appropriate gestures and emotion beyond sim-
ple annotations. Our expectation, thus, is that embodied assistants
provide a unique advantage. Given increasing evidence of the im-
portant role of nonverbal and emotional expression in social inter-
action [8, 13, 18, 52, 64], developers and designers cannot afford to
ignore the value of embodiment for assistant technology. Our results
support that, by using nonverbal cues judiciously, we can reduce the
users’ cognitive load without reducing performance. We should also
note that there is additional value with the assistant embodiment in
social context, e.g., the improved social presence and richness.

However, the current work also has limitations that introduce
opportunities for future work. First, our current speech synthesizer—
like most commercial systems—has limited expressive ability, which
some of participants also commented. As speech technology im-
proves, it will become possible to increase the bandwidth of mul-
timodal expression [20]. Optimized multimodal expression can,
then, lead to optimized transfer of information, learning, and perfor-
mance [48]. Second, we used a first-generation Microsoft Hololens
in our experiment, and, in practice, most participants still complained
about the weight and bulkiness of the device. As AR head-mounted
displays become better (e.g., lighter and supporting wider fields-of-
view), we can expect increased immersion and impact of embodied
assistants. Third, the current within-subjects design with a relatively
small sample size could influence the participants’ performance and
perception. Future work should complement the present work with
between-subject designs. Still, when we compared the participants’
first trials as between-subjects comparisons, we found promising
trends corresponding to our present results although not all the
measures showed statistical significances, which encourages us to
consider a further investigation in a between-subjects design with a
large sample size. Finally, the current prototype only implemented
basic AI (e.g., to determine optimal suggestions and whether the
participant followed suggestions), but it is possible to embed more
intelligence and autonomy into embodied assistants. In the field
of human-agent interaction research, enhanced dialog models have
been developed and researched to overcome such limitations [56].
The fast pace of development in technology across all these fronts
and experimental research such as the one presented here that clari-
fies how best to use this technology, introduce a unique opportunity
to create assistant technology that is immersive, feels like social
interaction, is engaging and, most importantly, can promote optimal
performance in our personal, social, and professional lives.

6 CONCLUSION

In this paper, we presented a human-subject study, in which we
investigated the effects of the AR visual embodiment of an IVA on
collaborative decision making in three conditions: performing the
task alone, collaborating with a disembodied voice assistant, and
collaborating with an embodied assistant.

Our results show that both the embodied and disembodied as-
sistants led to significantly higher task performance compared to
performing the task alone, while the embodied assistant further
helped users maintain a significantly lower task load than with the
disembodied assistant. We discussed the findings with respect to ef-
fective and efficient collaboration with IVAs, while also emphasizing
the increased social presence and richness with the embodiment.

For future work, we believe that it would be interesting to in-
vestigate the influence of a longer familiarization period with the
AR assistants on their effectiveness as a collaboration partner, as
well as the inclusion of a natural language interface for an increased
bi-directional interaction among the real and virtual interlocutors.

ACKNOWLEDGMENTS

This material includes work supported in part by the National Sci-
ence Foundation under Collaborative Award Numbers 1800961,
1800947, and 1800922 (Dr. Ephraim P. Glinert, IIS) to the Uni-
versity of Central Florida, University of Florida, and Stanford Uni-
versity respectively; the Office of Naval Research under Award
Number N00014-17-1-2927 (Dr. Peter Squire, Code 34); and the Ad-
ventHealth Endowed Chair in Healthcare Simulation (Prof. Welch).
Any opinions, findings, and conclusions or recommendations ex-
pressed in this material are those of the author(s) and do not neces-
sarily reflect the views of the supporting institutions. This research
was partially supported by the US Army. The content does not nec-
essarily reflect the position or the policy of any Government, and no
official endorsement should be inferred.



REFERENCES

[1] J. Appel, A. von der Pütten, N. C. Krämer, and J. Gratch. Does hu-
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